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Abstract Different delay prediction algorithms have been applied in multimedia communication, among which linear prediction is
attractive because of its low complexity. AR (auto regressive) algorithm is a traditional one with low computation cost, while NLMS
(normalize least mean square) algorithm is more precise. In this paper, referring to ARIMA (auto regression integrated with moving aver-
ages) model, a differential AR algorithm (DIAR) is proposed based on the analyses of both AR and NLMS algorithms. The prediction
precision of the new algorithm is about 5—10 db higher than that of the AR algorithm without increasing the computation complexity.
Compared with NLMS algorithm, its precision slightly improves by 0.1 db on average, but the algorithm complexity reduces more than
90 % . Qur simulation and tests also demonstrate that this method improves the performance of the average end-to-end delay and packet loss

ratio significantly.
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Studies on packet delay prediction algorithms,
which come from QoS (quality of service) guarantee
of VOIP (voice over IP), now have been extended to
all the network multimedia applications. The main
problem existing in the multimedia communication is
the network delay and jitter. The purpose of algo-
rithm research is to reduce the packet loss ratio as far
as possible under the condition of ensuring the average
Meanwhile, the

computation complexity is also an important factor in

end-to-end delay small enough!!!.

algorithm evaluation because of the real time de-
mands.

The delay prediction algorithms can be classified
into two categories: one is based on linear predic-

1271 and the other is based on statistics probabili-
[8—10]

tion
ty analysis Linear prediction algorithms which
have lower complexity have been widely applied to in-
Among them, AR (auto regres-
sive)[?] algorithm, based on AR model which is a

special case of ARMA (auto regressive move average)

dustrialization.

model'™!), is a traditional one with low computation
cost; while NLMS (normalize least mean square )[*
algorithm, based on LMS (least mean square)!!!]
model, is a comparatively precise algorithm. Recent-
ly, studies on AR algorithm are concentrated on im-

proving its prediction precision while keeping its low
computation cost. In this apper, based on ARIMA
(auto regression integrated with moving averages)
model, DIAR algorithm is proposed to compensate
the weakness of the above two algorithms. In the
proposed algorithm, by pre-processing difference of
the delay series, the prediction precision is signifi-
cantly improved while keeping the advantage of sim-
ple computation, which is better than NLMS algo-
rithm.

1 Analysis of the linear prediction model and
observations

The ARMAC( p, q) model and AR( p) model can
be described respectively as
®,(B)z, = bpa, + O1a,-; + - + Bpa,—q, (1)
¢p(B)zz = (90(1,, (2)
where @, (B) is a p-order autoregressive operator,
and B is the coefficient vector; the stationary random
series g, is a random variable needing to be predicted;
a, is a white noise series; 0q-* 6, are the moving av-
erage coefficients. From Egs. (1) (2), we can see
that ARMA model will become AR mode] when §; =
0,=-+=0,=0, that is to say, AR model is a special
case of ARMA model.
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In AR algorithmm , the estimation of packet de-
lay is calculated by
d, =oad;.1+ (1 - a)n, (3)
and the packet delay variation and total end-to-end
delay are
vi=avi+ (1 —a)l d;i—n;l
D; = d; + Bu,

where d; is the autoregressive estimation of packet

3 (4)

delay, v; is the delay variation, n; is the actual delay
of packet i, o is a weighting factor which controls
the adaptation rate, and D; is the total end-to-end de-
lay. To avoid the fact that the estimation of packet
delay is smaller than the actual value, the compensa-
tion factor Bu; should be added to the estimation,
where § is a safety factor used to the trade-off be-
tween the total end-to-end delay and packet loss ra-
tio. The suggested values of a and § are 0.998002
and 4, respectively. Initially dg is set to be ng, and

vy is set to be no/212).

From Egs. (2) (3), it can be seen that AR al-
gorithm is actually one-order autoregressive estima-
tion, i.e. p=1, where a,=(1—a)n; and ®(B) =
1—aB. To ensure the prediction precision of the AR
algorithm, n, should be a white noise series with nor-
mal distribution, which could generally use a homo-
geneous stationary time series instead.

However, in an actual network multimedia sys-
tem, the packets are lined in queue when they pass
through routers. According to the queue theory, the
various delays of consequent packets are correlated in
time and trend when network congestion occurs. The
packet delay series is therefore a homogeneous non-
stationary time series, which does not satisfy the re-
quirement of ARMA model. According to ARIMA
model'] ( Box-Jenkins) used in economics estima-
tion, the correlation in trend and time of homoge-
neous non-stationary time series can be reduced by
differencing operation, and then series can be con-
verted to homogeneous stationary time series.

Differencing can reduce the obvious trend and
periodicity correlation, which can be demonstrated by
comparing the original packet delay series and the se-
ries after differencing (Figs. 1, 2). The curve in
Fig.1 is the one unprocessed, and the time series 1s
obtained by pinging from Nanjing University to Har-
vard University. The time correlation and trend can
be obviously found. After differencing, the new se-
ries are shown in Fig.2, whose curve is closer to the

homogeneous stationary series. It is obvious that the
series after differencing is more satisfying to the re-
quirement of ARMA model and AR model.
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Fig. 1. Initial series of Harvard trace.
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Fig. 2. Harvard trace after differencing.

2 Differential AR algorithm

As described above, network delay series is gen-
erally a non-stationary random process, so a signifi-
cant error exists in predicting delay of network con-
gestion when traditional AR is used. From Eq. (3),
we have
di—disn = ald;-1 — di2) + (1-a)(n; - ni1)-

(5)
Let Ad; =d; —d;-y, An; = n; — n; 1, we can ob-
tained

Ad; = aAd;y + (1 — a)bn;. (6)

Now, by performing difference operation on Eq.
(4) and replacing D; - with the actual delay n; -, of
packet i — 1, the delay difference jitter Awv; and end-
to-end delay D; are computed by
Av, = abv;_y + (1 —a) | Ad; — An; |
D; = D;_y + AD; = D,_; + Ad, + BAv; (7
— n,, + Ad; + BAY;.
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Egs.(6) and (7) constitute the differential AR
algorithm, shortly named DIAR.

In addition, the actual packet delay in Eq. (3)
was obtained by means of send-receiver syncs or NTP
(network time protocol) protocol, which may cause
syncs error. However, Eq. (8) shows that the error
of input series only depends on the machine clock pre-
cision and does not relate to sync error when the dif-
ference series is used as input, where Tg,; represents
receive time of packet i and Tg ; represents its send
time. Therefore, DIAR algorithm can prevent gener-
ation of syncs error:

3 Simulation and performance comparison

To compare the performance of the DIAR,
NLMS and AR algorithms, we used 32 groups of da-
ta obtained by pinging from Nanjing University to
eight different universities in USA and UK at different
moments. All these ping operations lasted over 24 hours.
The total amount of data exceeds 4 millions (Table 1).

To compare the prediction precision of AR,
NLMS and DIAR algorithms, the prediction signal-
to-error ratio (SRR) is adopted as a reference. SRR

is defined as
E[y*(n +1)

SRR = 10logo (db), (9)

An;= n; = ni Ele*(n + 1)]
= (Tr,i — Ts,i) = (Triz1 = Ts,i-1) where y (n + 1) is the actual network delay of the
= (Tr, - Triz1) — (Tsi— Tsi-1)- (8) (7 + 1)th packet, $(n + 1) is its delay estimation, and
e(n+1)=y(n+1)—35(n+1) is the prediction error.
Table 1. Network delay traces for simulations and tests
Time span 1 Time span 2 Time span 3 Time span 4
Destination Packet  E(d)Y D(d)? Packet  E(d)?  D(d)? Packet E(d)”  D(d)” Packet E(d)”  D(d)?
number number number number
CAM_AC 90758 349.12 9.42 43430 347.40 0.68 85190 351.21 37.50 251151 349.38 15.60
CMU 91678 377.69 99.03 43442 326.22 51.41 85148 408.71 130.21 250259 421.07 130.41
Columbia 90686 366.42 90.13 43234 326.21 51.50 84955 402.21 129.09 248527 463.20 109.76
Harvard 90748 323.65 59.61 43341 291.21 44.77 84961 346.61 95.04 251033 343.99 90.57
MIT 91173 310.54 69.21 43585 253.29 13.97 84104 263.84 29.50 246578 253.60 17.22
Stanford 91182 262.80 75.78 43532 251.47 55.84 85041 308.78 100.05 249860 293.45 88.72
usC 91729 348.73 96.65 43331 235.77 45.72 85073 298.36 101.79 249934 283.29 85.64
Washington 91227 253.52 69.61 43322 196.00 13.98 B4064 209.81 32.02 247327 195.14 17.31

1) E(d) , the average actual delay of each series, the unit is ms
2) D{(d) , the mean square error{ MSE) of each series, the unit is ms

Table 2 compares the prediction precisions when
the AR, NLMS and DIAR algorithms are adopted to

deal with the series in Table 1. The SRR value is the

average of four time spans.

Table 2. SRR comparison of DIAR & NLMS Unit:db
Destination =~ CAM_AC CMU Columbia Harvard MIT Stanford USC Washington
AR 31.930 20.237 17.286 20.137 ©22.964 8.027 18.396 20.431
NLMS 35.698 30.664 26.890 27.331 27.869 15.847 28.08S 25.080
DIAR 35.713 30.703 27.035 27.403 27.937 16.143 28.157 25.183

Table 3 is the number of the variables and opera-
tions used in the DIAR and the NLMS algorithms.

Table 3.  Number of variables and operations of DIAR & NLMS

Operations number

Algorithm Variables number
Divide Multiple
DIAR/AR 3 0 3
NLMS 38 18 93

From Tables 2 and 3, we can see that E(d) and

D(d) vary critically. However, the performance of

DIAR is improved significantly. Compared with the
AR algorithm, SRR obtained by DIAR algorithm is
5—10 db higher. In light of the NLMS algorithm,
although SRR only slightly increases about 0.1 db,
the computation cost decreases a lot (Table 3). De-
tails of the NLMS algorithm may be referred to Egs.
(4) and (5) in Ref. [5]. Particularly for the data
groups of CMU, Harvard and USC, the performance
of DIAR improves more significantly because the se-
ries varies more seriously and the time correlation is
stronger.
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The curves of end-to-end delay versus the packet
loss ratio are plotted according to the AR/NLMS/DI-
AR algorithms, respectively. The curves all demon-
strate the significant improvement of the DIAR algo-
rithm compared with the AR algorithm. The perfor-
mance of the DIAR algorithm is close to the NLMS
algorithm with only 10% computation cost. Two ex-
amples are shown in Fig. 3 and Fig. 4.
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Fig. 3. Average end-to-end delay versus the packet loss ratio
Group 4 of Stanford trace.
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Fig. 4. Average end-to-end delay versus the packet loss ratio
Group 4 of MIT 1trace.

4 Conclusion

This paper mainly focuses on AR and NLMS al-
gorithms based on linear prediction. The DIAR algo-
rithm has been proposed to compensate the weakness
of both AR and NLMS algorithms based on the ARI-
MA model. In the proposed method, difference of the
delay series is pre-processed to satisfy the requirement
of ARMA model, which significantly improves the
prediction precision. Compared with the traditional

AR, the proposed method improves the prediction
precision SRR by 5—10 db without increasing the
computation complexity. Compared with NLMS, the
proposed method possesses the advantage of simple
computation, while the prediction precision has also
increased about 0.1 db on average. Simulation and
tests on actual data groups have demonstrated that the
DIAR algorithm can optimize the performances of
both end-to-end delay and packet loss ratio.
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